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Identification of abnormal heart sounds 
using phonocardiograms

Accuracy of remote auscultation vs face-
to-face auscultation

Detection of heart disease in a clinical 
setting



Identification of 

abnormal heart 

sounds
Phonocardiogram (PCG): graphic record in 
the form of a wave of the heart sounds 
obtained by a stethoscope







Does this translate to 

diagnosing heart 

disease in a real-world 

setting?



Automated RHD screening approach using machine learning 





Heart sound data was 
collected from 

124 patients with RHD and

127 healthy controls (HC) (46 
healthy persons+ 81 healthy 

control records from an open-
access dataset) Thirty-one distinct features on 

phonocardiogram were 
extracted to correctly 

represent RHD



A recall value of 95.8 ± 1.5%, precision of 96.2 ± 0.6% 
and a specificity of 96.0 ± 0.6% was achieved

When corrected to a prevalence rate of 5%, a recall 
of 92.3 ± 0.4%, precision of 59.2 ± 3.6%, and a 
specificity of 94.8 ± 0.6% was noted
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Figure 1 The flow chart of this study.
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Compared to face-to-face auscultation

 Remote auscultation detected abnormal heart sound with 

 98% sensitivity

 91% specificity

 97% accuracy

While the AI-AA demonstrated 

 97% sensitivity

 89% specificity

 96% accuracy



Does this translate to 

screening for heart disease in 

a rural setting?





7993 school children underwent screening

149 had a murmur 

Phonocardiograms were collected using a “HeartLink tele-
auscultation system”

Echocardiography was performed by a cardiology resident

Digital PCGs were stored on a cloud server

Remotely reviewed by a board-certified American pediatric 
cardiologist





14 out of 149 were found to have congenital 
heart disease

The pediatric cardiologist identified 11 of the 
14 with pathological murmurs

Overall test accuracy was 91% with 78.5% 
sensitivity and 92.6% specificity





Title: Collection and 
Analysis of Heart Sounds 
to Aid Early Diagnosis of 
Valvular Heart disease 



Purpose Can family physicians identify abnormal 
heart sounds similar to cardiologists?

Can both groups use advanced 
stethoscopes to record these heart 
sounds in an interpretable manner?

Can both groups identify the recorded 
heart sounds as compared to a gold 
standard?



Study 

layout

30 patients and 10 physicians

The 30 patients, aged 20-75 years, were divided in 3 
groups of 10 patients each 

Each group represents a category - normal, valvular 
heart disease, other abnormal heart sounds

The 10 physicians are from 2 specialty groups; 

• 5 belonging to Cardiology and 

• 5 belonging to Family Medicine



Demographics at a glance..
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Results

Statistic Value 95% CI

Sensitivity 21.43% 4.66% to 50.80%

Specificity 75.00% 47.62% to 92.73%

Positive Likelihood Ratio 0.86 0.23 to 3.19

Negative Likelihood Ratio 1.05 0.71 to 1.55

Disease prevalence (*) 46.67% 28.34% to 65.67%

Positive Predictive Value 

(*)
42.86% 16.78% to 73.62%

Negative Predictive Value 

(*)
52.17% 42.40% to 61.79%

Accuracy (*) 50.00% 31.30% to 68.70%



In conclusion,

Results from traditional in-person 
auscultation were in agreement 

Analysis of remote heart sounds by both 
groups were similar to gold standard 

Recognition of abnormal heart sounds by 
AI in the real-world setting needs further 
improvement



Heart Disease Pre-screening 
using AI

Shine Bedi, School of Computing, University of Nebraska-Lincoln



Introduction to Heart Sounds Classification

• Importance: Accurate classification of heart sounds is critical for 
the early diagnosis and treatment of cardiovascular diseases.

1. Traditional Models:
a. Uses handcrafted features and simple algorithms (e.g., k-NN, HMM).
b. Relies heavily on domain expertise for feature extraction.

2. Machine Learning:
a) Combines automated feature extraction with advanced algorithms 

(e.g., SVM, Random Forests).
b) Enhances performance but still requires significant preprocessing.



Introduction to Heart Sounds Classification

3. Deep Learning:
a. Learns features directly from raw data using deep neural networks (e.g., 

CNNs, RNNs).
b. Provides high accuracy and can handle different data modalities (e.g., 

time series signal, spectrogram images)  but requires large datasets 
and computational resources.



Stages of Heart Sounds Analysis

Pre-processing

• Purpose: Clean and prepare 
raw heart sound signals for 
further analysis.

• Methods: Noise reduction, 
normalization, filtering.

Segmentation

• Purpose: Extract 
specific segments of 
the heart cycle, such as 
the S1 and S2 sounds, 
from PCG signal for 
further analysis.

• Methods: Time-domain 
analysis, Wavelet 
Transform, HMM.

Classification

• Purpose: Categorize heart 
sounds into normal or 
pathological classes.

• Methods: Simple classifiers 
(e.g., k-NN), advanced 
machine learning models 
(e.g., SVM, RF), deep 
learning models (e.g., 
CNNs, RNNs).



Comparison 
of 
Approaches: 
Traditional vs 
Machine 
Learning vs 
Deep 
Learning

Stage Traditional 
Models

Machine 
Learning

Deep 
Learning

Pre-processing Filtering 
(Butterworth, 
Savitzky-Golay), 
Normalization, 
Adaptive Filters 
(Kalman)

Bandpass Filtering, 
Feature Scaling 
(Min-Max, Z-score), 
Normalization

Minimal 
Preprocessing, Data 
Augmentation 
(Noise Addition, 
Time Warping)

Segmentation Envelope Extraction 
(Hilbert Transform, 
Wavelet Transform), 
Time-domain 
Analysis 
(Autocorrelation, 
Spectral Analysis)

Feature-based 
Segmentation 
(MFCC, DWT), 
Clustering (K-
means, DBSCAN)

Classification Bayesian 
Classifiers, Decision 
Trees, Logistic 
Regression

SVM, Random 
Forests, Gradient 
Boosting

CNNs, RNNs (LSTM, 
GRU), Transfer 
Learning (Pre-
trained CNNs)



The Trade-off

Traditional Models Machine Learning
Models

Deep Learning
Models

Prediction Accuracy

Interpretability



Classification of Normal/Abnormal Heart Sound 
Recordings: the PhysioNet/Computing in 
Cardiology Challenge [1,7]
• Encourage development of automated approaches for detecting 

heart murmurs and abnormal cardiac function from PCG 
recordings.

• Identify whether a subject needs further expert diagnosis based 
on a short recording from a single precordial location.

• The normal recordings were from healthy subjects and the 
abnormal ones were from patients typically with heart valve 
defects and coronary artery disease (CAD).

• Challenge: Accurate classification of normal and abnormal heart 
sounds, especially when some heart sounds exhibit very poor 
signal quality.



Screening and diagnosis pipeline for the 
Challenge [7]



PhysioNet/CinC Challenge 2016-Data [1]

• Challenge provides heart sound database, aggregated from eight 
databases obtained by seven independent research groups 
around the world.

• The Challenge training set includes a total of 3,153 heart sound 
recordings from 764 subjects/patients.

•  The test set included a total of 1,277 heart sound recordings from 
308 subjects/patients.

• The training and test sets are two sets of mutually exclusive 
populations (i.e., no recordings from the same subject/patient are 
present in both training and test sets)



PhysioNet/CinC Challenge 2022-Data [7]

• The dataset was collected during two screening campaigns in 
Paraíba, Brazil from July 2014 to August 2014 and from June 2015 
to July 2015.

• The Challenge dataset consisted of 5272 annotated PCG 
recordings from 1568 patient encounters with 1452 patients.

• 60% of the recordings in a public training set and retained 10% of 
the recordings in a private validation set and 30% of the recordings 
in a private test set.

• Challenge tasks: detecting heart murmurs (PCG recordings) and 
identifying clinical outcomes for abnormal or normal heart 
function (patient demographic data).



Top-Scoring 2016 (top), 2022 (bottom) 
PhysioNet/CinC Challenge Entries
Weighted Test Score Author Method

0.8602 Potes et al. [2] Ensemble of AdaBoost & CNN

0.8590 Zabihi et al. [3] Ensemble of Neural Networks

0.8520 Kay & Agarwal [4] Neural Network & PCA

0.8454 Bobillo [5] 4-way tensor & KNN

0.8448 Homsi et al. [6] Ensemble of Cost-Sensitive 
Random Forest & LogitBoost

Weighted Accuracy on Test Set Author Method

0.806 Xu et el. [9] Hierarchical multi-scale CNN

0.776 McDonals et el. [8] RNN & HSMM

0.767 Lee et el. [10] Light CNN

CNN: Convolutional Neural Network; PCA: Principal Component Analysis; KNN: K-Nearest Neighbors; 
RNN: Recurrent Neural Network; HSMM: Hidden Semi-Markov Models



Deep Learning Architecture Overview [2]



Deep Learning 
Architecture 
Overview [2]



Deep Learning Architecture Overview [9]



Challenges & Future Work

• Generalization Issues: Models struggle to generalize on samples 
outside competition datasets.

• Data Scarcity: Insufficient data to effectively train and test novel 
deep learning architectures.

• Transfer Learning: Potential for transfer learning requires further 
investigation.

• Impact Studies: Need for studies measuring the impact of 
algorithmic pre-screening on healthcare costs, screening 
capacity, and patient outcomes.
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Introduction to Heart Sounds Classification

• Importance: Accurate classification of heart sounds is critical for 
the early diagnosis and treatment of cardiovascular diseases.

1. Traditional Models:
a. Uses handcrafted features and simple algorithms (e.g., k-NN, HMM).
b. Relies heavily on domain expertise for feature extraction.

2. Machine Learning:
a) Combines automated feature extraction with advanced algorithms 

(e.g., SVM, Random Forests).
b) Enhances performance but still requires significant preprocessing.



Introduction to Heart Sounds Classification

3. Deep Learning:
a. Learns features directly from raw data using deep neural networks (e.g., 

CNNs, RNNs).
b. Provides high accuracy and can handle different data modalities (e.g., 

time series signal, spectrogram images)  but requires large datasets 
and computational resources.



Stages of Heart Sounds Analysis

Pre-processing

• Purpose: Clean and prepare 
raw heart sound signals for 
further analysis.

• Methods: Noise reduction, 
normalization, filtering.

Segmentation

• Purpose: Extract 
specific segments of 
the heart cycle, such as 
the S1 and S2 sounds, 
from PCG signal for 
further analysis.

• Methods: Time-domain 
analysis, Wavelet 
Transform, HMM.

Classification

• Purpose: Categorize heart 
sounds into normal or 
pathological classes.

• Methods: Simple classifiers 
(e.g., k-NN), advanced 
machine learning models 
(e.g., SVM, RF), deep 
learning models (e.g., 
CNNs, RNNs).



Comparison 
of 
Approaches: 
Traditional vs 
Machine 
Learning vs 
Deep 
Learning

Stage Traditional 
Models

Machine 
Learning

Deep 
Learning

Pre-processing Filtering 
(Butterworth, 
Savitzky-Golay), 
Normalization, 
Adaptive Filters 
(Kalman)

Bandpass Filtering, 
Feature Scaling 
(Min-Max, Z-score), 
Normalization

Minimal 
Preprocessing, Data 
Augmentation 
(Noise Addition, 
Time Warping)

Segmentation Envelope Extraction 
(Hilbert Transform, 
Wavelet Transform), 
Time-domain 
Analysis 
(Autocorrelation, 
Spectral Analysis)

Feature-based 
Segmentation 
(MFCC, DWT), 
Clustering (K-
means, DBSCAN)

Classification Bayesian 
Classifiers, Decision 
Trees, Logistic 
Regression

SVM, Random 
Forests, Gradient 
Boosting

CNNs, RNNs (LSTM, 
GRU), Transfer 
Learning (Pre-
trained CNNs)



The Trade-off

Traditional Models Machine Learning
Models

Deep Learning
Models

Prediction Accuracy

Interpretability



Classification of Normal/Abnormal Heart Sound 
Recordings: the PhysioNet/Computing in 
Cardiology Challenge [1,7]
• Encourage development of automated approaches for detecting 

heart murmurs and abnormal cardiac function from PCG 
recordings.

• Identify whether a subject needs further expert diagnosis based 
on a short recording from a single precordial location.

• The normal recordings were from healthy subjects and the 
abnormal ones were from patients typically with heart valve 
defects and coronary artery disease (CAD).

• Challenge: Accurate classification of normal and abnormal heart 
sounds, especially when some heart sounds exhibit very poor 
signal quality.



Screening and diagnosis pipeline for the 
Challenge [7]



PhysioNet/CinC Challenge 2016-Data [1]

• Challenge provides heart sound database, aggregated from eight 
databases obtained by seven independent research groups 
around the world.

• The Challenge training set includes a total of 3,153 heart sound 
recordings from 764 subjects/patients.

•  The test set included a total of 1,277 heart sound recordings from 
308 subjects/patients.

• The training and test sets are two sets of mutually exclusive 
populations (i.e., no recordings from the same subject/patient are 
present in both training and test sets)



PhysioNet/CinC Challenge 2022-Data [7]

• The dataset was collected during two screening campaigns in 
Paraíba, Brazil from July 2014 to August 2014 and from June 2015 
to July 2015.

• The Challenge dataset consisted of 5272 annotated PCG 
recordings from 1568 patient encounters with 1452 patients.

• 60% of the recordings in a public training set and retained 10% of 
the recordings in a private validation set and 30% of the recordings 
in a private test set.

• Challenge tasks: detecting heart murmurs (PCG recordings) and 
identifying clinical outcomes for abnormal or normal heart 
function (patient demographic data).



Top-Scoring 2016 (top), 2022 (bottom) 
PhysioNet/CinC Challenge Entries
Weighted Test Score Author Method

0.8602 Potes et al. [2] Ensemble of AdaBoost & CNN

0.8590 Zabihi et al. [3] Ensemble of Neural Networks

0.8520 Kay & Agarwal [4] Neural Network & PCA

0.8454 Bobillo [5] 4-way tensor & KNN

0.8448 Homsi et al. [6] Ensemble of Cost-Sensitive 
Random Forest & LogitBoost

Weighted Accuracy on Test Set Author Method

0.806 Xu et el. [9] Hierarchical multi-scale CNN

0.776 McDonals et el. [8] RNN & HSMM

0.767 Lee et el. [10] Light CNN

CNN: Convolutional Neural Network; PCA: Principal Component Analysis; KNN: K-Nearest Neighbors; 
RNN: Recurrent Neural Network; HSMM: Hidden Semi-Markov Models



Deep Learning Architecture Overview [2]



Deep Learning 
Architecture 
Overview [2]



Deep Learning Architecture Overview [9]



Challenges & Future Work

• Generalization Issues: Models struggle to generalize on samples 
outside competition datasets.

• Data Scarcity: Insufficient data to effectively train and test novel 
deep learning architectures.

• Transfer Learning: Potential for transfer learning requires further 
investigation.

• Impact Studies: Need for studies measuring the impact of 
algorithmic pre-screening on healthcare costs, screening 
capacity, and patient outcomes.
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